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ABSTRACT:

Recently deep learning-based methods have demonstrated excellent performance on different artificial-intelligence tasks. Even though, in the last years, several related works are found in the literature in the remote sensing field, a small percentage of them address the classification problem. These works propose schemes based on image patches to perform pixel-based image classification. Due to the typical remote sensing image size, the main drawback of these schemes is the time required by the window-sliding process implied in them. In this work, we propose a strategy to reduce the time spent on the classification of a new image through the use of superpixel segmentation. Several experiments using CNNs trained with different sizes of patches and superpixels have been performed on the ISPRS semantic labeling benchmark. Obtained results show that while the accuracy of the classification carried out by using superpixels is similar to the results generated by pixel-based approach, the expended time is dramatically decreased by means of reducing the number of elements to label.

1. INTRODUCTION

Recently deep learning-based methods have demonstrated excellent performance on different artificial-intelligence tasks, including speech recognition (Hinton et al., 2012), natural language processing (Dahl et al., 2012), and computer vision (Krizhevsky et al., 2012). In the later area, Convolutional Neural Networks (CNNs) play a major role for processing visual-related problems such as image classification (Lee et al., 2009; Sermanet et al., 2013), object detection (Girshick et al., 2014), and face recognition (Taigman et al., 2014).

CNNs are biological-inspired variants of feed-forward neural networks, where each layer is a non-linear feature detector performing local processing of contiguous features within each layer (Biem, 2014). In this regard, the CNN architecture is able to exploit the strong spatially local correlation present in natural images by enforcing a local connectivity pattern between neurons of adjacent layers. This leads to higher conceptual representation as information moves up to the output layer. In this context, a CNN is able to generate patterns from an image in a hierarchical manner similar to that of the mammalian visual cortex. Empirical studies have demonstrated that these methods often provide better results than traditional machine learning methods (Larochelle et al., 2009; Salakhutdinov and Hinton, 2009).

Two different approaches to exploit the hierarchical analysis capacity of CNN for image analysis can be found in literature: feature extraction and classification. In feature extraction approach, pre-trained CNN models are used to automatically extract image features that later are analyzed by traditional machine learning methods (Sharif Razavian et al., 2014). In classification approach, a CNN is trained from scratch using a large set of images (Krizhevsky et al., 2012), which requires high performance equipment for processing (e.g., graphics processing units).

As far as our knowledge the use of CNNs for processing remotely sensed imagery is relatively recent. Particularly, CNNs have been used in remote sensing area for generating thematic maps following a pixel-based approach (Paisitkriangkrai et al., 2015; Zou et al., 2015). In a pixel-based approach, during training phase, training images are broken down into overlapping patches, where each patch is centered on a pixel which provide the class for the whole patch. Once CNN is trained with these patches, it is applied to test images using a window-sliding approach in order to provide a label to each pixel in the images (pixel-based classification). As it is known, window-sliding approach is a highly time-consuming process, especially when images have billions of pixels as very-high resolution remote sensing images.

In this work, we propose a strategy to reduce the time spent to classify a new image through the use superpixel segmentation. Superpixels (SPs) are a form of image segmentation, but the focus lies more on a controlled oversegmentation, not on segmenting meaningful objects. By controlling the size and compactness of the SPs, the image can be divided into several homogeneous regions with determined number of pixels. Thus it is possible to create SPs that can be completely contained by a patch of determined size. In this way, SPs are expected to maintain all the characteristics of a reduced environment inside of the area learned by a CNN. This allows to generate, during testing phase, only patches which centers correspond to the centroids of the SPs. This reduces the number of elements that must be considered in the window-sliding approach during labeling process of a new image, which is a bottleneck of this type of approaches.

Several experiments using CNNs trained with different sizes of windows and SPs have been performed on the ISPRS semantic labeling benchmark. Obtained results show that while the accuracy of the classification carried out by using SPs is similar to the results generated by the conventional window-sliding approach, the expended time is dramatically decreased by means of reducing the number of elements to label.
2. DATA AND METHODS

2.1 Data description

In this work, the ISPRS labeling contest dataset\footnote{http://www2.isprs.org/commissions/comm3/vg4/2d-sem-label-vaihingen.html} has been used. This dataset consists of very-high-resolution true ortho-photo (TOP) tiles and their corresponding digital surface models (DSMs). The images includes different urban scenes from a relatively small village with many detached buildings and small multi story buildings (Vaihingen, Germany). In addition, sixteen labeled scenes serving as ground-truth data are part of this dataset. These images have been classified manually into six land cover classes: impervious surfaces, building, low vegetation, tree, car, and clutter/background. This last class includes different types of landcovers that have a small presence in the analyzed scenes.

2.2 Superpixels

Superpixel processing is carried out by the SLIC algorithm (Achanta et al., 2010), which is based on the well-known k-means method to group pixels in a conventional color space. SLIC superpixels are generated according to two criteria: spectral similarity (limited to three channels) and spatial proximity. In the SLIC procedure, the generation of SPs is based on the assumption that limiting the search space to a region proportional to the desired SP size reduces considerably the calculation time. In fact, its computational complexity is linear in the number of pixels in the image (Achanta et al., 2012). Moreover, a weighted distance that combines spectral and spatial proximity allows controlling the size and compactness of the SP (Achanta et al., 2012). Therefore, it has two parameters: \( k \), the desired number of superpixels, and \( c \), the compactness factor. A larger value of \( c \) emphasizes the importance of the spatial proximity resulting in more compact SPs.

In this work, a modified version of SLIC (Gonzalo-Martin et al., 2016; Garcia-Pedrero et al., 2015) is used to generate SPs. This version extends the definition of spectral proximity provided by the original SLIC to work with multispectral images of \( B \) bands. The first step of the segmentation framework begins with the sampling of \( k \) initial cluster centers on a regularly spaced grid of \( g \) pixels. The initial centers are defined as:

\[
C_i = [p^1, p^2, \ldots, p^{B}, x, y]^T, \quad i = 1, 2, \ldots, k
\] (1)

where \( p^b \) represents the spectral value in band \( b \) at \( th \) of pixel \( p \) at position \( x \) and \( y \), and \( B \) denotes the number of spectral bands. To produce similar sized superpixels, the grid interval is defined as \( g = N/k \), where \( N \) is the total number of pixels in the image. \( g \) determines the size of the superpixels, the greater value of \( g \), the larger the SPs. This allows to adapt superpixels to specific requirements for real-world applications as a determined scale of analysis.

In the next step, each pixel \( p \) is associated to the nearest cluster center whose search space overlaps its location. The search region is enclosed to an area of \( 2g \times 2g \) pixels around each superpixel center. Then the cluster centers are updated to be the mean vector of all pixels belonging to the cluster. Both steps are repeated iteratively until a maximum of 10 iterations, since no further significant changes in superpixel quality could be observed (Achanta et al., 2010).

The clustering distance is a weighted relationship between spectral and spatial measures. The first measure ensures superpixel homogeneity, and the second one enforces compactness and regularity in superpixels shape. In order to work with multispectral images, the spectral square distance between pixels \( i \) and \( j \) is defined as follows:

\[
d_{ij}^2 = \sum_{b=1}^{B} (p_{ib} - p_{jb})^2
\] (2)

The spatial square distance is calculated as:

\[
d_{ij}^2 = (x_i - x_j)^2 + (y_i - y_j)^2
\] (3)

where \( x \) and \( y \) denote the position of the pixel. Finally, the clustering distance is calculated as:

\[
D = d_{ij} + \left(\frac{c}{g}\right) d_{ij}
\] (4)

where \( c \) controls the compactness of the superpixels. According to Garcia-Pedrero et al. (2015), a 3.9% of the maximum pixel value in image as \( c \) is optimal.

2.3 Convolutional Neural Network

The concept of CNN is not new, in fact, it was first proposed in 1980 by Fukushima (1980) with the name of NeoCognitron, and later refined by LeCun et al. (1989). CNNs have some characteristics that distinguish them from traditional feed-forward neural networks. Unlike traditional feed-forward layers, convolutional layers have neurons with limited receptive fields, i.e., they only process a local image region that affects a particular element in the output. Moreover, as their name reflects, the output of this layer is computed as a spatial convolution using a learned filter over its input. The result of this convolution is a set of features of the image. Nowadays, both technological and algorithmic advances have allow the implementation and use of CNNs. Regarding technological advances, it should be mentioned the advent on the market of affordable graphics processing units (GPUs), together the availability of large databases of annotated images. From an algorithmic point of view, two main contributions have been the proposal of the rectified linear unit (ReLu) Jarrett et al. (2009), which allows a faster training, and the dropout strategy Hinton et al. (2012) to reduce overfitting. All these advances were used by Krizhevsky et al. (2012) achieving outstanding results in image processing tasks. This work may be considered as the starting point for the widespread use of CNNs.

CNN architecture typically comprises several layers of different types (Castelluccio et al., 2015).

Convolutional layers. As their name suggests, they compute the convolution of the input image with the weights of the network. These layers are characterized by few parameters: the size of filters, the filter spatial support, the step between different windows and an optional zero-padding which controls the size of the layer output. The analysis of the image is done at different scale in the different layers. As the layers are deeper, the features extracted from the image are higher-level.

Pooling layers. The mission of these layers is to reduce the size of the input layer through some local non-linear operations. Their most important parameters are the support of the pooling window and the step between different windows.

Normalization layers. Their objective is to improve generalization of the CNN. For that, they use inhibition schemes inspired in the real neurons of the brain. Neurons typically used in these layers are sigmoid type.
Fully-connected layers. These layers are typically used in the last levels of the network. Since the size of the image is reduced in the previous layers, their full connectivity is not a limitation for using them. These layers have the capacity of abstracting the low-level information generated in previous layers for a final decision.

2.4 Architecture

The CNN architecture used in this work is inspired on the approach presented in Paisitkriangkrai et al. (2015). A scheme of this architecture is shown in Figure 1. It is defined by the alternation of three convolutional layers, which compute the convolution between the input of each layer and a set of learned filters; and other additional layers (contrast normalization and max-pooling layers), which apply a non-linear transformation (rectified linear unit - ReLU) and sub-samples the output of the corresponding convolutional layer, respectively. The role of these additional layers is to improve the robustness of the network to distortions and small translations. Moreover, two fully-connected layers are included at the end of the architecture. The output of these layers feeds a $k$-way soft-max layer which produces a probability distribution over 6 class labels. To reduce overfitting in the fully-connected layers, the dropout method has been used (Hinton et al. 2012a). In Figure 1 the expression $i \times j \times k$ under each convolutional layer represents the size of the kernels associated to this layer, where the number of kernels for the three first layers are 32, 64, and 128, respectively. Each of these kernels generates a feature map for feeding the next layer.

2.5 Superpixel-based labeling approach

As mentioned above, CNNs have demonstrated a good performance in computer vision tasks such as classification where a single label is assigned to the entire image. However, to perform a pixel-based classification it is necessary to break the image down into overlapping patches. Each patch is centered on a pixel which provide the class for the entire patch. CNN is trained using a large set of patches randomly selected trying to maintain a good distribution of the classes of interest. During the testing phase a window-sliding approach is commonly followed to provide a label to each pixel of a test image. This approach, shown in Figure 2(a) consists in applying a trained CNN to a patch defined by a window, the output label is then assigned to the center pixel of the window. To produce a thematic map, several windows are generated by centering a window in each pixel of the image. A mirror padding strategy is used to label the pixels around the boundaries of the image. Since all pixels must be processed, the sliding window approach is a time consuming task, especially if we consider that a very-high resolution image usually has billions of pixels.

To alleviate this drawback, an alternative approach based on the use of superpixels during labeling process was explored in this work. In the proposed approach, images are segmented into superpixels using the method described in Section 2.2. The resulting superpixels are then used as minimum processing units during labeling process. Since superpixels are the product of a controlled over-segmentation of the image; they tend to be similar in size and color, as well as belonging to only one object. These properties allowed to generate superpixels completely contained by a window of determined size, maintaining all the characteristics of a reduced environment inside of the area to analyze with a CNN. The proposed method reduces the number of windows to those centered on the pixels corresponding to the centroids of the superpixels, as shown in Figure 2(b), then superpixels are labeled according to the output of the CNN obtaining a thematic map. Thus the time required for labeling a new image is drastically reduced.

3. EXPERIMENTS AND RESULTS

Since the objective of this work is to prove the effectiveness of the superpixel-based labeling approach (Section 2.5) regarding a traditional window-sliding approach, a set of experiments using different superpixels and windows sizes (W) have been carried out. Twelve images of the labeled dataset have been used for training, while the remaining four (15, 28, 34, 37) were used for testing purposes. From training images, a total of 10000 patches for each class have been randomly selected, then using a proportion of 70-30 to create training and validation sets, respectively. A total of twelve different CNNs were generated, one for each combination between three window sizes (32x32, 48x48, 64x64) and four SP sizes (20, 30, 40, 50). Each CNN was trained using a different training and validation sets, obtaining an accuracy of about 80% in the validation set.

Once CNNs were trained, each of them was used for labeling the four testing images. The labeling process was carried out using both the conventional pixel-based (window-sliding) approach and the superpixel-based approach. F1-score values were calculated in each case to measure the error in the classification, and how these results are affected by the labeling approaches. Table 1 summarizes the obtained results.

Figure 3(a) and 3(b) represent the differences in percentage between F1-score after applying the different approaches for labeling testing images, using a window size of 32, 48, and 64, respectively. As can be observed, the differences increase as the SP size does. On the other hand, as can be observed in Figure 3(d), the differences between both labeling approaches decrease as the window size increases. However the use of larger windows also increase the calculation time due to the increase in the amount of data to be processed (larger patches).

The results show that the pixel-based approach is always slightly better, however in general terms, the difference between the two labeling approaches is negligible. If we estimate the time required for the labeling process in term of processing data, in our experiments, depending on the SP size, the reduction has been around a 96% of data, when the labeling process is performed based on superpixels against the same process based on pixels (sliding-window).

Figure 4 shows the comparison between the classification results obtained with the pixel-based approach (Figure 4(a)) and the superpixel-based approach (Figure 4(b)) for a W=64 and SP size of 50. In agreement with numerical results, the differences between both images are contemptible. However, in order to show the possible discrepancies between both images, their difference is displayed in Figure 4(c). As can be appreciated, these differences are mainly related to the edges between different classes.

All experiments have been done using an NVIDIA GTX70 GPU with 1664 CUDA cores and 4 GB of memory. Codes were developed in python using Caffe framework (Jia et al., 2014). The size of the trained CNN has been determined by the time and memory limitations imposed by the GPUs used. In our experiments, the average time reduction has been from 5.5 hours for the pixel-based labeling against 20 min. for the SP-based one.

4. CONCLUSIONS

From the results obtained in the experiments carried out in this work, it is concluded that the proposed methodology based on superpixels to automatically label satellite imagery using CNN,
Figure 1. CNN architecture used during the experiments.

Figure 2. Green boxes indicate the windows that serve to feed a CNN during the labeling process in order to generate the final thematic map of the scene under analysis.

Table 1. Classification results (F1-values) obtained by applying the different labeling approaches. The difference between both approaches is shown in percentage.

<table>
<thead>
<tr>
<th>Supersample size</th>
<th>W</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td></td>
<td>Pixel</td>
<td>SP</td>
<td>Diff. (%)</td>
<td>Pixel</td>
</tr>
<tr>
<td>32</td>
<td></td>
<td>15</td>
<td>0.7202</td>
<td>0.7187</td>
<td>0.1435</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>0.7312</td>
<td>0.7297</td>
<td>0.1541</td>
<td>0.7346</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>0.7468</td>
<td>0.7449</td>
<td>0.1589</td>
<td>0.7531</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>0.7748</td>
<td>0.7732</td>
<td>0.1635</td>
<td>0.7703</td>
</tr>
<tr>
<td>48</td>
<td></td>
<td>15</td>
<td>0.7555</td>
<td>0.7539</td>
<td>0.1643</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>0.7510</td>
<td>0.7493</td>
<td>0.1624</td>
<td>0.7463</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>0.7591</td>
<td>0.7575</td>
<td>0.1634</td>
<td>0.7618</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>0.7936</td>
<td>0.7914</td>
<td>0.2107</td>
<td>0.7911</td>
</tr>
<tr>
<td>64</td>
<td></td>
<td>15</td>
<td>0.7401</td>
<td>0.7388</td>
<td>0.1238</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>0.7559</td>
<td>0.7648</td>
<td>0.1135</td>
<td>0.7670</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>0.7645</td>
<td>0.7626</td>
<td>0.1661</td>
<td>0.7581</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>0.7986</td>
<td>0.7971</td>
<td>0.1540</td>
<td>0.7971</td>
</tr>
</tbody>
</table>

provides a dramatically computer time reduction, estimated on the base of number of data to be processed, with a negligible decrease of the label accuracy. It is hoped that the results can be improved by increasing the deep of the CNN, as well as the size of the windows, which will be feasible with faster GPUs.
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