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ABSTRACT:

In this paper, we address the extraction of objects from 3D point clouds acquired with mobile mapping systems. More specifically,
we focus on the detection of tree-like objects, a subsequent segmentation of individual trees and a localization of the respective trees.
Thereby, the detection of tree-like objects is achieved via a binary point-wise classification based on geometric features, which catego-
rizes each point of the 3D point cloud into either tree-like objects or non-tree-like objects. The subsequent segmentation and localization
of individual trees is carried out by applying a 2D projection and a mean shift segmentation on a downsampled version of that part of
the original 3D point cloud which represents all tree-like objects, and it also involves a segment-based shape analysis to only retain
plausible tree segments. We demonstrate the performance of our framework on a benchmark dataset which contains 10.13M 3D points
and has been acquired with a mobile mapping system in the city of Delft in the Netherlands.

1. INTRODUCTION

Due to the technological advancements in 3D data acquisition,
there has been an increasing interest for the acquisition and auto-
mated analysis of large scenes in recent years. Particularly mo-
bile mapping systems are meanwhile widely used since they al-
low to capture data in the form of 3D point clouds representing
densely sampled object surfaces. The automated analysis of such
3D point cloud data has been addressed with respect to different
avenues of research such as 3D point cloud classification, the seg-
mentation of pole-like objects, the detection of roads and/or road
inventory, or the identification of individual trees.

In this paper, we present a novel two-stage framework for tree
extraction from 3D point clouds acquired with mobile mapping
systems. The first stage of this framework focuses on the de-
tection of tree-like objects via a binary point-wise classification
based on geometric features, which categorizes each point of the
3D point cloud into either tree-like objects or non-tree-like ob-
jects. The second stage exploits the derived classification results
and performs a segmentation and localization of individual trees,
whereby a 2D projection and a mean shift segmentation are ap-
plied on a downsampled version of that part of the original 3D
point cloud which represents all tree-like objects. To only retain
plausible tree segments, this stage also involves a segment-based
shape analysis.

We demonstrate the performance of our framework on a bench-
mark dataset acquired with a mobile mapping system in the city
of Delft in the Netherlands. For our experiments, we consider
the provided subset comprising 26 tiles with a total number of
about 10.13M points for which reference labels with respect to
a binary classification are available and for which the results of
a segmentation and localization of individual trees may easily be
verified by visual inspection. This evaluation strategy allows a
comparison to those results achieved in the scope of the recent
IQmulus Processing Contest IQPC’15, where the first step con-
sists in a classification of 3D points corresponding to trees and
other 3D points and the second step consists in segmenting the
3D points corresponding to the tree class into clusters referring

to the respective individual trees. Based on the derived results,
we discuss the strengths and limitations of both the framework
and the involved methods in detail.

For our framework, appropriate classification results represent an
important prerequisite for the segmentation and localization of in-
dividual trees. In the evaluation, particular attention is therefore
paid to the impact of using different feature sets on the classifi-
cation results. With a detailed evaluation in this regard, we draw
conclusions about which features to use, about the computational
efficiency of feature extraction and classification, and about how
to further increase the quality of the derived results.

After briefly discussing related work in Section 2, we explain our
novel framework and its components in detail in Section 3. Sub-
sequently, we demonstrate the performance of this framework on
a publicly available benchmark dataset in Section 4 and discuss
the derived results. Finally, in Section 5, we provide concluding
remarks and suggestions for future work.

2. RELATED WORK

To describe related work relying on the use of mobile laser scan-
ning data, we focus on recent progress in two research directions
represented by (i) a semantic classification which aims to assign
a semantic class label to each 3D point (Weinmann et al., 2015a;
Weinmann, 2016) and (ii) a semantic segmentation which aims
to provide a meaningful partitioning of a set of 3D points into
smaller, connected subsets which correspond to objects of inter-
est or to parts of these (Melzer, 2007; Vosselman, 2013).

2.1 Point Cloud Classification

An automatic point-wise semantic labeling of 3D point clouds
typically relies on the use of meaningful features. In this regard,
a variety of geometric features describing the spatial arrangement
of 3D points within the local neighborhood of a considered 3D
point has been proposed (West et al., 2004; Munoz et al., 2008;
Weinmann et al., 2013; Hackel et al., 2016). Since an appropri-
ate neighborhood is a crucial prerequisite for the extraction of



distinctive features, further investigations focus on an automatic
selection of an appropriate neighborhood size for each individual
3D point (Lalonde et al., 2005; Demantké et al., 2011; Weinmann
et al., 2015a; Weinmann, 2016) and on the use of multi-scale
neighborhoods relying on one neighborhood type with varying
scale parameter (Brodu and Lague, 2012) or on different entities
such as voxels, blocks and pillars (Hu et al., 2013).

The derived features are typically concatenated to a feature vector
serving as input for classification, whereby a standard classifica-
tion based on the derived feature vectors may be used (Weinmann
et al., 2015a; Weinmann, 2016) as well as a contextual classi-
fication also taking into account relationships among 3D points
within the local neighborhood in order to assign the class label
(Munoz et al., 2008; Munoz et al., 2009a; Munoz et al., 2009b;
Xiong et al., 2011).

Among the classes which are considered in the task of multi-class
classification based on MLS data, several benchmark datasets
contain at least one class referring to vegetation (Munoz et al.,
2009a; Serna et al., 2014; Brédif et al., 2014). However, a partic-
ular focus on the binary classification of MLS point clouds with
respect to tree and non-tree classes has been set in recent inves-
tigations presented in (Sirmacek and Lindenbergh, 2015), where
a 2D probability matrix is defined on a horizontal plane and each
entry of the matrix represents a probability value calculated by
checking the respective point density. Assuming that tree trunks
correspond to high values in the derived 2D probability matrix,
local maxima are selected as tree trunks and further points are
assigned to these tree trunks if they appear in the close proximity.

2.2 Point Cloud Segmentation

There are different approaches which may be applied for 3D point
cloud segmentation (Vosselman, 2013). While the segmentation
may generally address a variety of objects, we focus on detecting
single trees from 3D point cloud data, i.e. the derived segments
should correspond to individual trees. In order to achieve a re-
spective segmentation, many approaches rely on a voxelization
of 3D space. In (Yao and Fan, 2013), an approach is presented
which derives a 2D accumulation map on a horizontally oriented
plane and – based on respective features – allows to separate natu-
ral objects such as trees from man-made objects. Those 3D points
corresponding to natural objects are transferred to a voxel space
and, subsequently, a normalized cut segmentation based on the
voxel structure is carried out (Reitberger et al., 2009). A differ-
ent strategy consists in performing a voxelization of 3D space,
deriving connected components and separating the components
further if they contain multiple clusters (Gorte et al., 2015). Al-
ternatively, tree individualization may be achieved by a down-
sampling and retiling of the original 3D point cloud data via vox-
elization, where a subsequent 2D gridding allows to find local
maxima in point density and thus potential tree locations (Lin-
denbergh et al., 2015). Based on these tree locations, individual
trees are finally segmented via octree-based region growing and
thresholding techniques.

Besides approaches involving a voxelization of 3D space, there
are also approaches which perform tree individualization by con-
sidering the original data on point-level. An exemplary approach
focuses on the calculation of geometric descriptors for each 3D
point, the projection of these descriptors onto a horizontally ori-
ented 2D accumulation map and the consideration of a spatial
filtering to obtain individual tree clusters (Monnier et al., 2012).
Furthermore, an approach for tree individualization on point-level
has been proposed which relies on deriving connected compo-
nents for those 3D points categorized into a tree class, and the

connected components are further split via an upward and down-
ward growing algorithm if there are multiple seeds at a height
between 0.5m and 1m (Gorte et al., 2015; Oude Elberink and
Kemboi, 2014). Alternatively, a direct consideration of the orig-
inal data on point-level may be achieved by applying a standard
clustering technique such as k-means clustering or hierarchical
clustering (Gupta et al., 2010), or the mean shift algorithm pre-
sented in (Fukunaga and Hostetler, 1975). The latter has for in-
stance been applied on 3D point cloud data in (Ferraz et al., 2012;
Schmitt et al., 2013; Yao et al., 2013; Shahzad et al., 2015). How-
ever, such an approach can be computationally demanding, par-
ticularly for a large number of considered 3D points. To improve
computational efficiency, it seems desirable to apply the mean
shift algorithm on a 2D projection of a 3D point cloud as e.g. de-
scribed in (Schmitt et al., 2015) for 3D point cloud data acquired
via tomographic SAR processing. However, the point density will
be significantly higher for a ground-based acquisition of 3D point
cloud data as e.g. given when using mobile mapping systems.

3. METHODOLOGY

In this paper, we present a novel framework for detecting, seg-
menting and localizing individual trees from MMS point cloud
data. Our framework first addresses the detection of tree-like
structures in a considered 3D point cloud via classification (Sec-
tion 3.1), which is followed by a segmentation and localization of
individual trees (Section 3.2).

3.1 Detection of Tree-Like Structures via Classification

In the scope of this work, we mainly focus on the use of geometric
features to obtain a point-wise semantic labeling of a considered
3D point cloud. Accordingly, a respective local neighborhood has
to be recovered for each 3D point X in order to appropriately de-
scribe the local 3D structure at X (Section 3.1.1). Subsequently,
a variety of geometric features may be extracted for X based on
those 3D points within its local neighborhood (Section 3.1.2). If
available, intensity and color information may also be considered
to define features. Depending on the features of interest, we may
define different feature sets (Section 3.1.3) which allows us to
conclude about their absolute and relative performance with re-
spect to the classification task (Section 3.1.4).

3.1.1 Neighborhood Selection: To appropriately describe the
local 3D structure at a considered 3D point X, we may gen-
erally consider different neighborhood types (Weinmann et al.,
2015a). Since we focus on a processing of MMS point cloud data
for which the point density is rather high, we favor the use of a
spherical neighborhood. Furthermore, we intend to avoid includ-
ing prior knowledge about the scene and/or the data for specify-
ing the neighborhood. Accordingly, we involve a generic solu-
tion which automatically selects a suitable neighborhood size for
each individual 3D point X. Respective approaches typically rely
on a neighborhood formed by the k nearest neighbors of X, and
we determine the optimal scale parameter kopt for each individ-
ual 3D point via eigenentropy-based scale selection (Weinmann
et al., 2015a; Weinmann, 2016) which has proven to be favorable
in comparison to other approaches.

3.1.2 Feature Extraction: Based on the defined neighborhood,
we extract a set of 14 geometric 3D features (Weinmann et al.,
2013; Weinmann et al., 2015a). These features comprise eight
local 3D shape features (West et al., 2004; Pauly et al., 2003):

• Linearity: Lλ = λ1−λ2
λ1

• Planarity: Pλ = λ2−λ3
λ1



• Sphericity: Sλ = λ3
λ1

• Omnivariance: Oλ = 3
√
λ1 λ2 λ3

• Anisotropy: Aλ = λ1−λ3
λ1

• Eigenentropy: Eλ = −λ1 ln (λ1)−λ2 ln (λ2)−λ3 ln (λ3)

• Sum of eigenvalues: Σλ = λ1 + λ2 + λ3

• Local surface variation: Cλ = λ3
λ1+λ2+λ3

Here, the λi with i ∈ {1, 2, 3}, λ1 ≥ λ2 ≥ λ3 ≥ 0 and λ1+λ2+
λ3 = 1 represent the normalized eigenvalues of the 3D structure
tensor calculated based on all 3D points within the neighborhood
of X. Furthermore, the set of geometric 3D features comprises
six basic geometric 3D properties of the considered 3D point X
and its neighborhood:

• Height H = Z of the considered 3D point

• Radius Rk-NN of the neighborhood

• Local point density: D = # 3D points within the local neighborhood
volume of the local neighborhood

• Verticality: V = 1− nZ where n is the normal vector

• Maximum height difference ∆Hk-NN within the neighbor-
hood

• Standard deviation of height values σH,k-NN within the neigh-
borhood

Since urban environments contain many man-made objects with
almost perfectly vertical structures (e.g. building façades, walls,
poles or traffic signs), we also consider features relying on a pro-
jection of X and its nearest neighbors onto a horizontally oriented
plane. For the resulting 2D space, we define local 2D shape fea-
tures in analogy to the 3D case:

• Sum of eigenvalues: Σλ,2D = λ1,2D + λ2,2D

• Ratio of eigenvalues: Rλ,2D = λ2,2D/λ1,2D

where λ1,2D and λ2,2D are the eigenvalues of the 2D structure
tensor. Furthermore, we use two geometric 2D properties:

• Radius Rk-NN,2D

• Local point density D2D

To also account for the vertical behavior of 3D scene points around
X, we introduce a further neighborhood definition in the form
of a spatial binning resulting from the discretization of the hori-
zontally oriented plane into quadratic bins with a side length of
0.25m and, for each bin, we derive features for X from the statis-
tics of those 3D points assigned to the respective bin:

• Number Nbin of 3D points falling into the respective bin

• Maximum height difference ∆Hbin within the bin

• Standard deviation of height values σH,bin within the bin

If available, reflectance and color information may be considered
to define radiometric features which can be used in addition to all
these geometric features.

3.1.3 Feature Selection: For our experiments, we test differ-
ent feature sets which are defined as follows:

• The feature set Sdim contains the dimensionality features:

Sdim = {Lλ, Pλ, Sλ}

• The feature set SEV,3D contains eight local 3D shape features:

SEV,3D = {Lλ, Pλ, Sλ, Oλ, Aλ, Eλ,Σλ, Cλ}

• The feature set S3D contains all defined 3D features, i.e. the
local 3D shape features and the geometric 3D properties:

S3D = {Lλ, Pλ, Sλ, Oλ, Aλ, Eλ,Σλ, Cλ,
H,Rk-NN, D, V,∆Hk-NN, σH,k-NN}

• The feature set S3D+2D∗ contains all 3D and 2D features re-
lying on the k-NN neighborhood, i.e. the local 3D shape
features, the geometric 3D properties, the local 2D shape
features and the geometric 2D properties:

S3D+2D∗ = {Lλ, Pλ, Sλ, Oλ, Aλ, Eλ,Σλ, Cλ,
H,Rk-NN, D, V,∆Hk-NN, σH,k-NN,

Σλ,2D, Rλ,2D, Rk-NN,2D, D2D}

• The feature set S3D+2D contains all 3D and 2D features, i.e.
the local 3D shape features, the geometric 3D properties, the
local 2D shape features, the geometric 2D properties and the
features based on the 2D accumulation map:

S3D+2D = {Lλ, Pλ, Sλ, Oλ, Aλ, Eλ,Σλ, Cλ,
H,Rk-NN, D, V,∆Hk-NN, σH,k-NN,

Σλ,2D, Rλ,2D, Rk-NN,2D, D2D,

Nbin,∆Hbin, σH,bin}

• The feature set S3D+2D+I contains all 3D and 2D features as
well as the given reflectance information:

S3D+2D+I = {Lλ, Pλ, Sλ, Oλ, Aλ, Eλ,Σλ, Cλ,
H,Rk-NN, D, V,∆Hk-NN, σH,k-NN,

Σλ,2D, Rλ,2D, Rk-NN,2D, D2D,

Nbin,∆Hbin, σH,bin,

I}

• The feature set S3D+2D+I+RGB contains all defined 3D and 2D
features as well as reflectance and color information:

S3D+2D+I+RGB = {Lλ, Pλ, Sλ, Oλ, Aλ, Eλ,Σλ, Cλ,
H,Rk-NN, D, V,∆Hk-NN, σH,k-NN,

Σλ,2D, Rλ,2D, Rk-NN,2D, D2D,

Nbin,∆Hbin, σH,bin,

I, R,G,B}

For each feature subset, the respective features are concatenated
to a feature vector and a subsequent normalization is carried out
so that the values of each dimension are mapped to the interval
[0, 1]. Thereby, the normalization is defined based on the min-
imum and maximum values of each dimension for the training
examples. The test data is mapped accordingly and values out-
side of [0, 1] are mapped to the closest border of the interval.



3.1.4 Classification: The normalized feature vectors serve as
input for classification for which we use a Random Forest (RF)
classifier (Breiman, 2001) as representative of modern discrim-
inative methods. Generally, the RF classifier consists of an en-
semble of decision trees as weak learners, where each decision
tree is trained for a subset of the training data which is randomly
drawn with replacement. Due to this random selection, it may be
expected that the weak learners are all randomly different from
each other, so that taking the majority vote across the hypotheses
of all weak learners results in a generalized and robust hypothesis
of a single strong learner.

3.2 Segmentation and Localization of Individual Trees

The procedure to get from 3D points categorized into the tree
class to 3D segments corresponding to trees mainly relies on our
previous work (Weinmann et al., 2016) which involves a down-
sampling of the original data, a projection of the downsampled
data onto a horizontally oriented plane, a mean-shift-based seg-
mentation of the projected points, a transfer of the segmentation
results to the original data, a refinement of the segmentation re-
sults via segment-based shape analysis, and a localization of re-
spective tree trunks. However, we also take into account that mis-
classifications might occur for 3D points corresponding to flat
surfaces (Gorte et al., 2015), and we therefore introduce an initial
filtering based on the feature of verticality. Normalized to the in-
terval [0, 1], this feature characterizes horizontal surfaces in case
of low values (e.g. in [0, T1]) and high values (e.g. in [0, 1−T1]),
while a vertical structure is indicated by a value of ≈ 0.5 (e.g. in
[0.5−T2, 0.5 +T2]). Accordingly, we apply an initial threshold-
ing whereby the thresholds are selected based on the histogram
of values for the feature of verticality (T1 = 0.1, T2 = 0.2).

3.2.1 Downsampling: To improve efficiency with respect to
processing time and memory consumption, we take into account
that MMS point cloud data provides a dense representation of ob-
ject surfaces near the acquisition system and that the point density
may significantly be decreased while still being able to detect in-
dividual trees in the respective 3D point cloud data. The reduced
3D point cloud in turn might facilitate time-consuming tasks such
as a generic segmentation. For this reason, we introduce a down-
sampling of the 3D points classified as tree by only keeping every
k-th point, whereby we heuristically select a parameter of k = 10
as done in (Weinmann et al., 2016). To avoid such a manual se-
lection, a pruning of this parameter could be conducted based on
the local point density (Caraffa et al., 2015).

3.2.2 2D Projection: Since – due to human intervention in
nature and due to planning processes – urban areas typically pro-
vide a larger spacing and less overlap between individual trees in
comparison to forested areas, we neglect the occurrence of domi-
nant, co-dominant or dominated trees in urban environments and
assume that individual trees may still sufficiently be delineated
when only considering a 2D projection of the downsampled 3D
point cloud data corresponding to the tree class onto a horizon-
tally oriented plane.

3.2.3 Mean Shift Segmentation: To derive a meaningful par-
titioning, the 2D projections of the downsampled 3D point cloud
data corresponding to the tree class onto a horizontally oriented
plane are provided as input for the mean shift algorithm (Fuku-
naga and Hostetler, 1975; Cheng, 1995; Comaniciu and Meer,
2002) which represents an iterative technique for locating the
maxima / modes of a probability density function by only con-
sidering discrete data sampled from that probability density func-
tion. Thereby, the probability density function does not have to be
determined explicitly, and there is no need to make assumptions
on a specific geometric model or the number of modes.

Considering the derived 2D projections as discrete data points
sampled from an empirical 2D probability density function, the
mean shift algorithm takes each data point and iteratively (i) cal-
culates the weighted mean of data points within a window defined
by a kernel K (typically an isotropic kernel such as a Gaussian
kernel or an Epanechnikov kernel (Comaniciu and Meer, 2002)),
(ii) defines the mean shift vector m as the difference between the
data point and the weighted mean of data points within the con-
sidered window, and (iii) moves the data point along the mean
shift vector. Thereby, the magnitude of the mean shift vector will
be large in areas of low point density, whereas it will be low in ar-
eas of high point density. Accordingly, the mean shift algorithm
iteratively performs an adaptive gradient ascent until convergence
(up to numerical accuracy). The stationary points correspond to
regions of high point density and represent the modes of the un-
derlying distribution of data points. Finally, all data points lead-
ing to the same mode are considered as cluster or segment. In the
scope of our work, the single clusters / segments are expected to
represent the individual trees in the considered scene.

The number of detected modes depends on the specification of the
involved kernel for which we select an isotropic Gaussian kernel
with the same bandwidth h in all directions. Such a choice is
intuitively justified since we want to detect individual trees and
it may rely on prior knowledge about the shape and size of the
trees in the considered scene. Accordingly, we carried out differ-
ent tests and heuristically selected a value of h = 3.8m for our
experiments (Weinmann et al., 2016).

3.2.4 Data Transfer: Since the segmentation results are de-
rived for the downsampled 3D point cloud data corresponding to
the tree class, a transfer of these results to the original 3D point
cloud data is required. For this purpose, we focus on an intuitive,
simple and straightforward approach which assigns each 3D point
of the respective part of the original 3D point cloud data the seg-
ment label of the closest 3D point in the downsampled version of
the original data. Thereby, we conduct a nearest neighbor search
based on Euclidean distances.

3.2.5 Shape Analysis: In contrast to our previous work (Wein-
mann et al., 2016), we focus on a segment-based shape analysis
which relies on a feature extraction on the basis of a segment as
respective neigborhood, i.e. those geometric features presented
in Section 3.1.2 may also be derived for each segment. Defining
the derived segments as neighborhood, we first discard small seg-
ments which are not likely to correspond to the objects of interest.
Accordingly, those segments comprising less than 500 points are
removed since, for 3D point clouds acquired with mobile map-
ping systems, a much larger number of 3D points may be ex-
pected for meaningful segments corresponding to trees. For the
remaining segments, we take into account that misclassifications
may occur for 3D points corresponding to building façades which
e.g. becomes visible in the results for one of the approaches pre-
sented in (Gorte et al., 2015). To address this issue, we take
into account that the ratio Rλ,2D of the eigenvalues of the 2D
structure tensor reveals line-like structures as e.g. given for the
2D projection of a building façade onto the horizontally oriented
plane. Since such line-like structures in the 2D projection are
rather elongated, we may simply discard all segments for which
Rλ,2D is below a certain threshold tR. Thereby, we heuristically
select a value of tR = 0.3 indicating that the smaller eigenvalue
has to be equal to or even above a value of 30% of the larger
eigenvalue for a segment corresponding to a tree.

3.2.6 Localization: For all plausible tree segments, we de-
fine their location via the respective mode determined during the
mean shift segmentation based on the 2D projections of the down-
sampled 3D point cloud data.
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Figure 1. Visualization of the used benchmark dataset with about 10.13M labeled 3D points (top row: nadir view and side view; bottom
row: more detailed views): 3D points categorized into the tree class are colored in green and all other 3D points are colored in red.

4. EXPERIMENTAL RESULTS

In the following, we provide details on the involved dataset (Sec-
tion 4.1) and, subsequently, we present results obtained for the
task of tree classification (Section 4.2) as well as results obtained
for the task of tree segmentation and localization (Section 4.3).

4.1 Dataset

The considered benchmark dataset has been acquired in the vicin-
ity of the campus of TU Delft in the Netherlands with the Fugro
DRIVE-MAP system (Gorte et al., 2015). For our experiments,
we use the provided subset consisting of 26 tiles with a total num-
ber of 10,126,500 labeled 3D points (see Figure 1), where the
class labels refer to a binary classification to distinguish between
(i) 3D points corresponding to trees and (ii) other 3D points.
Thereby, the tree class comprises about 1.78M points (17.6%)
and the non-tree class comprises the remaining 3D points.

4.2 Task 1: Tree Classification

To evaluate the performance of our framework with respect to
tree classification, we consider the results after the binary classi-
fication categorizing 3D points with respect to the tree class and
the non-tree class. Accordingly, the local neighborhood is first
derived for each 3D point via eigenentropy-based scale selection.
This neighborhood serves as the basis for deriving point-wise fea-
ture vectors which serve as input for the involved RF classifier.
For training this classifier, we take into account that an unbal-
anced distribution of training examples per class might have a
detrimental effect on the training process (Chen et al., 2004; Cri-
minisi and Shotton, 2013). For this reason, we randomly select
1,000 training examples per class for training the classifier, i.e.
we use 2,000 points as training set and the remaining 10,124,500
points as test set. The number NT of decision trees used for the
RF classifier has been selected heuristically via grid search and
is given with NT = 100 for all the feature sets introduced in
Section 3.1.3. The respectively derived RF-based classification
results (averaged across 10 runs) are provided in Table 1, where
the following evaluation metrics are provided: overall accuracy
(OA), Cohen’s kappa coefficient (κ), precision for the tree class
(P (tree)) and for the non-tree class (P (non-tree)), and recall for

the tree class (R(tree)) and for the non-tree class (R(non-tree)).
A visualization of the classification results derived for the feature
set S3D+2D∗ is provided in Figure 2.

These results clearly indicate that only using the three dimen-
sionality features for classification does not lead to accurate re-
sults. The respective values for OA and κ are relatively low, while
the respective standard deviation across the 10 runs is relatively
high. By adding more features, the results are significantly im-
proved and the standard deviation is reduced in most of the cases.
When for instance extending the feature set Sdim comprising the
three dimensionality features to the feature set S3D+2D compris-
ing 21 low-level geometric 3D and 2D features (Weinmann et
al., 2013; Weinmann et al., 2015a), a gain of about 17.43% in
OA and about 39.99% in κ may be observed, while the standard
deviation σOA of the overall accuracy OA is reduced by 0.99%.
When only using the feature set S3D+2D∗ comprising all 3D and
2D features relying on the k-NN neighborhood, the gain is still
about 15.69% in OA and about 35.83% in κ, while σOA is re-
duced by 0.26%. The use of S3D+2D∗ can be motivated by the
fact that the calculation of features relying on a 2D accumulation
map is not required. This is meaningful since the computational
effort for calculating respective features reveals a non-linear be-
havior, whereas the computational effort for calculating the re-
maining 18 geometric features – all depending on characteristics
of the same 3D points within the local neighborhood determined
via eigenentropy-based scale selection – reveals a linear behavior
(Weinmann et al., 2015b). For both S3D+2D and S3D+2D∗ , how-
ever, the improvement in comparison to Sdim can be considered
as significant. Yet, additionally considering radiometric informa-
tion (i.e. reflectance or color information) does not seem to lead
to an improvement of the classification results for our application.

A more detailed consideration of failure cases (see Figure 3) re-
veals the following insights:

• Incorrect labeling: As shown in Figure 3, some trees are
completely labeled as non-tree-like objects. If training ex-
amples corresponding to respective 3D points are selected,
the generalization capability of the classifier might be re-
duced. Furthermore, the incorrect labeling causes that the
evaluation on the test set considers a significant number of
correctly classified 3D points as classification errors.



Feature Set # Features OA [%] κ [%] P (tree) [%] P (non-tree) [%] R(tree) [%] R(non-tree) [%]
Sdim 3 74.34± 1.47 35.62± 1.36 38.32± 1.35 93.20± 0.33 74.59± 2.07 74.29± 2.22
SEV,3D 8 84.42± 0.70 57.06± 1.33 53.52± 1.32 96.95± 0.21 87.65± 0.93 83.73± 0.94
S3D 14 90.12± 1.07 71.67± 2.42 64.60± 2.64 99.40± 0.13 97.49± 0.57 88.54± 1.38
S3D+2D∗ 18 90.03± 1.21 71.45± 2.75 64.44± 2.96 99.37± 0.12 97.36± 0.53 88.46± 1.55
S3D+2D 21 91.77± 0.48 75.62± 1.18 68.80± 1.36 99.40± 0.11 97.46± 0.47 90.55± 0.61
S3D+2D+I 22 91.74± 0.60 75.61± 1.44 68.68± 1.71 99.47± 0.10 97.73± 0.45 90.46± 0.79
S3D+2D+I+RGB 25 91.34± 0.50 74.53± 1.19 67.68± 1.39 99.36± 0.09 97.28± 0.41 90.07± 0.65

Table 1. Mean values and standard deviation for the averaged classification results across 10 runs (2D∗: only those 2D features relying
on the k-NN neighborhood).
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Figure 2. Visualization of exemplary classification results derived for the feature set S3D+2D∗ (left: nadir view; right: side view): 3D
points classified as tree are colored in green and all other 3D points are colored in red.

• Registration errors: A closer look on the classified point
cloud also reveals that there seems to be a slight misalign-
ment of different MLS point clouds, resulting in the fact that
3D points on some building façades are characterized by a
volumetric behavior when considering local neighborhoods
derived via eigenentropy-based scale selection.

• Significant variations in point density: Some regions are
not appropriately classified since the point density is ex-
tremely high (which results in an extremely small neigh-
borhood tending to be rather meaningless) or extremely low
(which results in an extremely large neighborhood tending
to smooth details of the local 3D structure).

• Edge effects: There are some misclassifications which occur
at the boundary of tiles. This might be solved by considering
small padding regions at the borders of each tile, so that
those 3D points within the small padding around each tile
are also used if they are within the neighborhood of any 3D
point within the considered tile (Weinmann et al., 2015b).

As a consequence, misclassifications might mainly depend on the
considered dataset and less on the proposed methodology.

4.3 Task 2: Tree Segmentation and Localization

To evaluate the performance of our framework with respect to
tree segmentation and localization, we use the results of Task 1
focusing on tree classification and delivering a classified 3D point
cloud, where the single 3D points are categorized either into the
tree class or into the non-tree class. All those 3D points belonging
to the non-tree class are removed, and the remaining 3D points
serve as input for the segmentation pipeline.

In the following, we consider the classification results derived
when considering the feature set S3D+2D∗ containing all 3D and
2D features relying on the k-NN neighborhood. After a filter-
ing based on the feature of verticality, the segmentation pipeline
involves a mean shift segmentation on a suitable subspace of the
data for reasons of efficiency. A visualization of the segmentation
results derived from the classification results depicted in Figure 2

is provided in Figure 4 and also shows intermediate results after
different subtasks.

A closer look on these segmentation results reveals that the de-
rived segmentation results are sufficiently accurate for the bench-
mark dataset (i.e. almost all derived segments correspond to in-
dividual trees) and that only minor segmentation errors occur at
segment borders if adjacent trees are relatively close to each other.
However, the latter also becomes visible in the results presented
in (Gorte et al., 2015). Besides, the proposed approach for in-
dividual tree segmentation and localization is rather simple and
easy-to-use. It directly works on the given data without relying
on a voxelization as e.g. presented in (Gorte et al., 2015; Lin-
denbergh et al., 2015), where the voxel size as well as the voxel
orientation might strongly influence the respective segmentation
results. The consideration on point-level remains efficient since
time-consuming tasks such as the mean shift algorithm are ap-
plied on a subspace of the considered 3D point cloud and respec-
tive results are subsequently transferred back to the input data,
whereby the subspace is defined via a downsampling and a 2D
projection. The downsampling increases efficiency while still al-
lowing to detect individual trees in the respective 3D point cloud
data (Weinmann et al., 2016), and the 2D projection further re-
duces the computational effort since a mean shift segmentation
in 2D can be conducted much faster than a mean shift segmenta-
tion in 3D (Ferraz et al., 2012; Schmitt et al., 2013).

The prototype of our framework has been implemented in Matlab
and tested on a high-performance computer (Intel Core i7-3820,
3.6GHz, 64GB RAM). For the first task focusing on classifica-
tion, the processing times are significant (8.34h for neighborhood
selection, 10.84h for feature extraction, 0.34s for training, 23.81s
for testing), while the second task focusing on a segmentation and
localization of individual trees requires less than 1min in total.
Yet, our implementation is not fully optimized and a significant
speed-up of the first task may be achieved via parallelization.

5. CONCLUSIONS

In this paper, we have presented a framework for detecting, seg-
menting and localizing individual trees from MMS point cloud
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Figure 3. Visualization of the main failure cases in the form of misclassifications for trees and building façades (left: nadir view; right:
side view): correctly classified 3D points are colored in green and all other 3D points are colored in red.

data. The main novelty of this framework consists in an end-
to-end processing workflow from an acquired 3D point cloud to
individual trees, whereby all steps are performed on point level.
The derived results indicate that (i) classification results of high-
quality may be achieved by only involving geometric features and
(ii) appropriate segmentation results may be derived based on the
classified 3D point cloud and the derived point-wise features.

For future work, we plan to integrate parts of the proposed frame-
work into the IQmulus platform (Böhm et al., 2016) focusing on
large-scale scene analysis, where one goal consists in the extrac-
tion of individual trees for a dataset which represents about 10km
of streets and has been acquired in the city of Toulouse, France.
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